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Abstract 
The integration of the Internet of Things (IoT) in smart irrigation enables real-time visual monitoring for 
more accurate decision-making. However, transmitting images over constrained networks presents 
challenges related to latency and bandwidth efficiency. This paper focuses on optimizing visual data 
transmission using MQTT for lightweight communication and FFmpeg for multimedia processing. The 
study does not emphasize multi-device testing, but instead concentrates on the efficiency and reliability of 
single-image transmission through protocol optimization. A prototype using the ESP32-S3-EYE camera 
captures images following irrigation triggers and publishes them to a Mosquitto broker; on the receiver 
side (Python), the images are stored and reconstructed into video using FFmpeg. With small JPEG payloads 
(5–11 KB) and MQTT QoS 1, the results demonstrate near real-time performance with an average one-
way latency of approximately 30 ms and an effective bandwidth of 0.102–0.145 Mbps per image, while 
maintaining sufficient visual quality for monitoring. QoS 1 optimization was shown to improve 
transmission success to 100% compared to QoS 0, which achieved only around 50%. The combination of 
MQTT and FFmpeg proves to be reliable and resource-efficient for visual data transmission in IoT-based 
irrigation systems. 
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Abstrak 

Integrasi Internet of Things (IoT) pada irigasi pintar memungkinkan pemantauan visual secara real-time 
untuk pengambilan keputusan yang lebih akurat. Namun, pengiriman citra pada jaringan terbatas 

menimbulkan tantangan terkait latensi dan efisiensi bandwidth. Makalah ini berfokus pada optimasi 
transmisi data visual menggunakan MQTT untuk komunikasi ringan dan FFmpeg untuk pemrosesan 
multimedia. Penelitian tidak menitikberatkan pada pengujian multi-perangkat, melainkan pada efisiensi 
dan keandalan pengiriman citra tunggal melalui optimasi protokol. Prototipe dengan kamera ESP32-S3-
EYE menangkap citra setelah pemicu irigasi dan mempublikasikannya ke broker Mosquitto; sisi penerima 
(Python) menyimpan citra dan merekonstruksinya menjadi video dengan FFmpeg. Dengan payload JPEG 
kecil (5–11 KB) dan MQTT QoS 1, hasil menunjukkan kinerja mendekati real-time dengan latensi satu arah 
rata-rata ≈30 ms dan bandwidth efektif 0,102–0,145 Mbps per citra, seraya mempertahankan kualitas 
visual yang memadai untuk monitoring. Optimasi QoS 1 terbukti meningkatkan keberhasilan pengiriman 
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hingga 100% dibanding QoS 0 yang hanya mencapai ≈50%. Kombinasi MQTT + FFmpeg terbukti andal dan 
hemat sumber daya untuk data visual pada sistem irigasi IoT. 

 
Kata Kunci: IoT, Smart Irrigation, MQTT, FFmpeg, Latency, Bandwidth 
 

1. PENDAHULUAN 
Efisiensi sistem irigasi memainkan peran penting 
dalam meningkatkan produktivitas pertanian, 
terutama di wilayah dengan keterbatasan 
sumber daya air. Permasalahan utama dalam 
irigasi tradisional meliputi distribusi air yang 
tidak optimal serta kehilangan air akibat 
penguapan, rembesan, atau penggunaan yang 
tidak efisien. Pada praktiknya, pemantauan 
kondisi tanah dan kebutuhan air masih 
dilakukan secara manual, yang sering kali tidak 
akurat dan menyebabkan pemborosan air. 
Petani bahkan kerap mengandalkan intuisi 
dalam menentukan waktu dan jumlah air yang 
harus diberikan kepada tanaman. Hal ini dapat 
mengakibatkan over-irrigation yang berisiko 
menimbulkan erosi tanah, atau under-irrigation 
yang berdampak pada penurunan hasil panen 
[1], [2]. 
Teknologi Internet of Things (IoT) menawarkan 
solusi inovatif untuk permasalahan tersebut 
melalui otomasi dan pemantauan waktu nyata, 
sehingga dapat meningkatkan efisiensi sekaligus 
mendukung ketahanan pangan nasional yang 
semakin tertekan oleh perubahan iklim [3], [4]. 
Beberapa penelitian sebelumnya telah 
membuktikan efektivitas sistem irigasi berbasis 
mikrokontroler, seperti Arduino, dalam 
mengurangi pemborosan air dan meningkatkan 
produktivitas [5], bahkan telah diaplikasikan 
dalam ekosistem lokal, misalnya pada kontrol air 
Subak di Bali [3]. Namun, mayoritas penelitian 
terdahulu masih menitikberatkan pada data 
numerik seperti kelembapan atau suhu tanah, 
sedangkan kebutuhan data visual (citra) untuk 
verifikasi kondisi lapangan misalnya deteksi 
genangan, kebocoran, atau keberhasilan 
penyiraman, masih menuntut skema transmisi 
yang lebih efisien [6], [7]. 
Beberapa pendekatan transmisi data visual 
pada sistem IoT pertanian telah dikembangkan, 
namun memiliki keterbatasan signifikan untuk 
implementasi pada jaringan terbatas. WebRTC 
(Web Real-Time Communication) meskipun 
mendukung streaming video real-time dengan 
latensi sangat rendah (<100 ms), membutuhkan 
bandwidth tinggi (>1 Mbps untuk video VGA) 
dan kompleksitas implementasi pada perangkat 
embedded yang sangat tinggi [8], [9]. HTTP Live 

Streaming (HLS) kompatibel dengan banyak 
platform dan mendukung adaptive bitrate, 
namun memiliki latensi tinggi (5–20 detik) 
karena segmentasi video, sehingga tidak cocok 
untuk monitoring near real-time [10]. RTSP 
(Real-Time Streaming Protocol) dirancang 
khusus untuk streaming video, tetapi 
memerlukan server streaming khusus dan 
memiliki overhead protokol yang lebih besar 
dibanding MQTT (header RTSP sekitar 200 byte 
vs MQTT sekitar 5 byte) [11]. CoAP (Constrained 
Application Protocol) meskipun dirancang untuk 
IoT dengan overhead minimal, tidak memiliki 
mekanisme publish-subscribe seperti MQTT dan 
kurang efisien untuk payload besar (>1 KB) [12], 
[13]. 
Berdasarkan analisis tersebut, penelitian ini 
memilih kombinasi MQTT + FFmpeg karena 
beberapa keunggulan. Pertama, MQTT memiliki 
overhead minimal (header 2–5 byte untuk QoS 
1) sehingga cocok untuk perangkat dengan 
bandwidth terbatas (<500 Kbps) [14]. Kedua, 
MQTT QoS 1 menyediakan mekanisme 
acknowledgment (PUBACK) yang memastikan 
setiap paket diterima broker, berbeda dengan 
UDP pada WebRTC/CoAP yang tidak menjamin 
pengiriman [15]. Ketiga, FFmpeg dapat 
merekonstruksi video dari sekuens citra JPEG 
tanpa memerlukan streaming kontinyu seperti 
HLS/RTSP, sehingga toleran terhadap koneksi 
yang terputus-putus [16]. Keempat, ESP32-S3-
EYE (dual-core 240 MHz, 520 KB SRAM) mampu 
menjalankan MQTT client asynchronous tanpa 
blocking I/O, sementara implementasi WebRTC 
akan menghabiskan >80% CPU untuk encoding 
H.264 [17]. Kelima, arsitektur publish-subscribe 
MQTT memungkinkan penambahan subscriber 
tanpa mengubah kode publisher, berbeda 
dengan RTSP yang memerlukan koneksi point-
to-point [18]. 

Tantangan utama dari data visual terletak pada 
latensi dan konsumsi bandwidth, terutama pada 
jaringan komunikasi terbatas. Dalam penelitian 
ini, protokol Message Queuing Telemetry 
Transport (MQTT) dipilih karena bersifat ringan, 
efisien, mendukung Quality of Service (QoS), 
serta tangguh pada koneksi yang fluktuatif [19], 
[20]. Untuk merekonstruksi data visual yang 
dikirim dalam bentuk payload berukuran kecil, 
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digunakan FFmpeg sebagai perangkat lunak 
yang mampu merangkai sekuens citra menjadi 
format video standar secara efisien [21]. 
Penelitian ini tidak berfokus pada implementasi 
multi-perangkat atau skalabilitas horizontal, 
tetapi pada optimasi pengiriman citra tunggal 
melalui tiga pendekatan: optimasi ukuran 
payload dengan kompresi JPEG kualitas 60% 
(menghasilkan 5–11 KB per frame), mekanisme 
QoS 1 untuk memastikan setiap frame diterima 
sebelum mengirim frame berikutnya, dan 
buffering strategis menggunakan SD-MMC 
untuk memisahkan proses pengambilan citra 
dari transmisi. 
Dengan kombinasi ini, penelitian berfokus pada 
tiga permasalahan utama: bagaimana 
mempertahankan kehandalan pengiriman citra 
dengan ukuran payload kecil; bagaimana 
mengukur dan meminimalkan latensi transmisi 
satu arah; dan bagaimana menjaga efisiensi 
bandwidth sekaligus kualitas visual yang 
memadai untuk inspeksi lapangan. 
Kontribusi utama penelitian ini adalah pertama, 
merancang pipeline transmisi data visual end-
to-end dengan perangkat ESP32-S3-EYE 
menggunakan protokol MQTT (QoS 1) dan 
rekonstruksi FFmpeg (codec libx264, format 
yuv420p) untuk monitoring irigasi, lengkap 
dengan mekanisme error handling dan retry 
logic. Kedua, menyajikan metodologi 
pengukuran kinerja transmisi yang mencakup 
latensi satu arah, bandwidth efektif, dan success 
rate rekonstruksi video, dengan validasi melalui 
perhitungan manual pada payload 5–11 KB. 
Ketiga, membuktikan efektivitas optimasi QoS 1 
dalam meningkatkan keandalan transmisi dari 
50% (QoS 0) menjadi 100% (QoS 1), dengan hasil 
kinerja mendekati near real-time (latensi 30 ms 
per citra) dan konsumsi bandwidth efisien 
(0,102–0,145 Mbps), yang cukup memadai 
untuk mendukung monitoring irigasi otomatis 
pada jaringan terbatas. Dengan demikian, 
penelitian ini memberikan kontribusi signifikan 
dalam mengintegrasikan IoT berbasis citra ke 
dalam sistem irigasi modern, sekaligus 
memperkuat ketahanan pangan melalui 
teknologi pertanian presisi. 

 

2. METODE PENELITIAN 
Metode penelitian ini menjelaskan alur kerja 
sistem dan parameter pengujian untuk 
mengevaluasi kinerja transmisi data visual 

berbasis MQTT + FFmpeg. Fokus utama adalah 
optimasi perangkat lunak dan protokol, bukan 
perluasan jumlah perangkat keras. MQTT dipilih 
karena efisien pada jaringan terbatas [19], 
sementara FFmpeg mendukung pemrosesan 
multimedia yang cepat dan fleksibel [21]. 
 

2.1 Arsitektur dan Perangkat 
Arsitektur sistem terdiri dari dua komponen 
utama: board utama (ESP32) untuk 
pengendalian irigasi dan board kamera (ESP32-
S3-EYE) untuk pengambilan citra. Board utama 
menggunakan ESP32 yang terhubung dengan 
relay untuk mengendalikan pompa air dan 
modul RTC (Real Time Clock) untuk 
menjadwalkan penyalaan pompa [7]. Board ini 
berkomunikasi dengan Telegram Bot melalui API 
Telegram untuk notifikasi status dan kontrol 
jarak jauh, meningkatkan aksesibilitas bagi 
pengguna [8]. Board kamera menggunakan 
ESP32-S3-EYE dengan kamera OV5640 (resolusi 
QVGA), menangkap citra JPEG berukuran 5–11 
KB, menyimpannya sementara di SD-MMC 
untuk buffering, dan mempublikasikannya 
melalui MQTT (QoS 1) ke broker Mosquitto di 
server Ubuntu [19], [20]. Server subscriber 
menggunakan Python (paho-mqtt) untuk 
menerima citra, menyimpannya di folder 
session_images/, dan merekonstruksinya 
menjadi video MP4 (codec libx264, format 
yuv420p) menggunakan FFmpeg [21]. 
Arsitektur ini dirancang untuk skalabilitas, 
mendukung penambahan node tanpa 
mengganggu performa, serta menyediakan jalur 
komunikasi data visual yang efisien pada 
jaringan terbatas. Penelitian ini berfokus pada 
optimasi satu perangkat kamera untuk 
mengevaluasi efisiensi protokol MQTT QoS 1 
dalam transmisi data visual, bukan pada 
pengujian kapasitas multi-node.
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Gambar 1. Desain Perangkat Keras Sistem Irigasi 

2.2 Alur Kerja Sistem 
Alur kerja sistem mengintegrasikan 
pengendalian irigasi dengan pemantauan visual, 
melibatkan board utama (ESP32), board kamera 
(ESP32-S3-EYE), dan server subscriber. Board 
utama menggunakan Telegram untuk 
komunikasi, sedangkan board kamera 
menggunakan MQTT untuk pengiriman data ke 
server. Proses mencakup pengaturan jadwal 
irigasi, pengambilan citra, transmisi data, dan 
rekonstruksi video, dengan mekanisme error 
handling untuk keandalan. 
 
1) Alur Kerja Board Utama 
Proses dimulai dengan inisialisasi RTC dan relay 
pada ESP32. RTC memeriksa jadwal irigasi untuk 
mengaktifkan pompa melalui relay, lalu 
mengirim status "penyiraman dimulai" ke 
Telegram Bot via API Telegram. Setelah irigasi 
selesai, status "penyiraman selesai" dikirim, dan 
ESP32 masuk mode siaga. Mekanisme retry 
diterapkan untuk menangani kegagalan koneksi 
Wi-Fi, memastikan komunikasi andal dengan 
pengguna. 

 
Gambar 2. Flowchart Kerja Board Utama 
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2) Alur Kerja Board Kamera (Publisher) 

 
Gambar 3. Flowchart Publish (ESP32-S3-EYE) 

 

Gambar 3 menjelaskan proses pengambilan dan 
pengiriman citra oleh board kamera berbasis 
ESP32-S3-EYE. Proses dimulai dengan inisialisasi 
SD-MMC dan kamera OV5640. Board 
memeriksa sinyal trigger dari GPIO, yang 
diaktifkan bersamaan dengan pompa oleh 
board utama. Jika sinyal diterima, kamera 
menangkap 20 citra dalam format JPEG (resolusi 
QVGA) secara periodik dan menyimpannya ke 
SD-MMC untuk buffering. Setelah itu, board 
menghubungkan ke Wi-Fi dan broker MQTT, lalu 
mengirimkan setiap citra satu per satu melalui 
topik "warmadewa_iot/pempatan_01/images" 
dengan QoS 1, menunggu PUBACK untuk 
memastikan pengiriman berhasil. Setelah 
semua citra terkirim, board mempublikasikan 
pesan "done" ke topik 
"warmadewa_iot/pempatan_01/status" 
sebagai penanda akhir sesi, kemudian masuk ke 
mode deep sleep untuk menghemat daya. Jika 
koneksi gagal, sistem akan mencoba ulang 
hingga batas tertentu sebelum masuk deep 
sleep. 
 
 
 
 
 
 

3) Alur Kerja Subscriber (Server) 

 

Gambar 4. Flowchart Subscribe Gambar 
 
Flowchart ini mengilustrasikan proses 
pengolahan data di server Ubuntu 
menggunakan Python dan FFmpeg. Proses 
dimulai dengan inisialisasi koneksi ke broker 
MQTT dan subscribe ke topik 
"warmadewa_iot/pempatan_01/images" dan 
"warmadewa_iot/pempatan_01/status". Ketika 
payload JPEG diterima melalui callback 
on_message(), citra disimpan ke folder 
session_images/ dengan penamaan berurutan 
untuk memudahkan pengurutan. Saat pesan 
"done" diterima, sistem mengurutkan file citra, 
membuat daftar input.txt untuk FFmpeg, dan 
menjalankan perintah seperti ffmpeg -f concat -
i input.txt -c:v libx264 -pix_fmt yuv420p 
output.mp4 untuk merekonstruksi citra menjadi 
video MP4. Video hasilnya dikirim ke pengguna 
melalui Telegram Bot sebagai laporan visual, 
dilengkapi dengan metadata seperti waktu 
irigasi dan jumlah citra. Setelah proses selesai, 
folder session_images/ dibersihkan untuk sesi 
berikutnya. Sistem juga mencakup penanganan 
error, seperti validasi integritas citra untuk 
mencegah korupsi data selama rekonstruksi. 
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2.3 Parameter Pengujian 

Evaluasi kinerja sistem dilakukan melalui tiga 
parameter: 
1) Latensi: Selisih waktu antara pengiriman 

(𝑡𝑠𝑒𝑛𝑑) dan penerimaan (𝑡𝑟𝑒𝑐𝑒𝑖𝑣𝑒 ), dihitung 
dengan rumus: 

𝐿𝑎𝑡𝑒𝑛𝑐𝑦 =  𝑡𝑟𝑒𝑐𝑒𝑖𝑣𝑒  −  𝑡𝑠𝑒𝑛𝑑                     (1) 

2) Bandwidth: Rasio ukuran data (bit) 
terhadap waktu transmisi (detik), dengan 
rumus: 

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ =  𝐷𝑎𝑡𝑎 (𝑏𝑖𝑡)/𝑊𝑎𝑘𝑡𝑢 (𝑠)          (2) 

Konversi data menggunakan rumus: 

1 𝐾𝐵 =  8 𝐾𝑏 (𝑘𝑖𝑙𝑜𝑏𝑖𝑡)            (3) 

3) Keberhasilan Rekonstruksi Video: 
Persentase video yang berhasil dibuat dari 
total citra, dihitung sebagai. 

 

𝑆𝑢𝑐𝑐𝑒𝑠𝑠 𝑅𝑎𝑡𝑒 =
𝐽𝑢𝑚𝑙𝑎ℎ 𝐼𝑚𝑎𝑔𝑒 𝑈𝑡𝑢ℎ

𝑇𝑜𝑡𝑎𝑙 𝐼𝑚𝑎𝑔𝑒
×  100%   (4) 

 
3. HASIL DAN PEMBAHASAN 
3.1 Kinerja Publisher (ESP32-S3-EYE) 
ESP32-S3-EYE menangkap citra JPEG (5–11 KB) 
menggunakan kamera OV5640 dan 
menyimpannya di SD-MMC sebelum 
dipublikasikan ke broker Mosquitto. Proses ini 
melibatkan fungsi-fungsi berikut: 

 
Tabel 1: Komponen Program Publisher 

 

Komponen / Fungsi Deskripsi Output / Peran 

WiFi.begin() & 

WiFi.onEvent() 

Menghubungkan ESP32 ke jaringan 

WiFi dan memantau status koneksi 

Menampilkan status WiFi 

(connect/disconnect) 

AsyncMqttClient 

mqttClient 

Inisialisasi client MQTT asynchronous 

untuk publish gambar 

Mengelola koneksi dan publish ke 

broker 

initCamera() 
Inisialisasi kamera OV5640 dengan 

resolusi QVGA 

Kamera siap menangkap gambar 

dalam format JPEG 

initSDMMC() 
Inisialisasi microSD untuk penyimpanan 

gambar sementara 

SD card siap menyimpan file JPG 

captureAndSaveImages() 

Menangkap 20 gambar lalu 

menyimpannya ke folder 

/sdcard/irigasi_images 

File image_xx.jpg tersimpan di SD 

card 

prepareFileList() 
Membaca semua file .jpg di folder 

untuk dikirim 

Array imageFiles[] berisi daftar file 

sendNextImage() 
Membaca file gambar, mengirim buffer 

ke broker via MQTT 

Mengirim 1 file JPG per publish 

onPublish() 
Callback setelah publish sukses 

(PUBACK diterima QoS 1) 

Membebaskan buffer, lanjut file 

berikutnya 

goToDeepSleep() 
Mematikan WiFi & MQTT, masuk deep 

sleep menunggu trigger 

Menghemat energi sistem 

setup() 
Mengatur inisialisasi awal (kamera, SD 

card, WiFi, MQTT) 

Persiapan sistem sebelum operasi 

loop() 
Mengecek status WiFi/MQTT untuk 

reconnect otomatis 

Menjaga sistem tetap online 

Penggunaan QoS 1 memastikan pengiriman 
andal dengan konfirmasi PUBACK, 
meminimalkan kehilangan data. Payload kecil 
(5–11 KB) memungkinkan transmisi cepat pada 

jaringan terbatas, dan mode deep sleep 
mengoptimalkan konsumsi daya. 
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Gambar 5. Contoh Gambar Hasil Capture 

 

Citra JPEG (5–11 KB) yang dihasilkan oleh ESP32-
S3-EYE menunjukkan kualitas visual yang 
memadai untuk memantau kondisi irigasi, 
seperti genangan atau keberhasilan 
penyiraman, tanpa distorsi signifikan. 
 

3.2 Kinerja Subscriber (Python) 
Subscriber berbasis Python pada server Ubuntu 
menerima payload citra melalui paho-mqtt dan 
merekonstruksinya menggunakan FFmpeg. 
Fungsi utama meliputi:

Tabel 2: Komponen Program Subscriber 
 

Komponen / Fungsi Deskripsi Output / Peran 

paho.mqtt.client Library untuk subscribe ke broker MQTT Menerima payload file JPG dari ESP32 

on_message() Callback setiap ada pesan masuk di topic 

warmadewa_iot/pempatan_01/images 

Payload disimpan sebagai file .jpg 

os.makedirs("images") Membuat folder untuk menyimpan hasil 

gambar 

Direktori images/ berisi kumpulan 

JPG 

open("image_xx.jpg","

wb") 

Menulis payload biner ke file JPG Hasil rekonstruksi gambar yang 

dikirim 

ffmpeg (command 

line) 

Menggabungkan sequence gambar JPG 

menjadi video 

File .mp4 rekonstruksi data visual 

print("Done") Logging sederhana untuk memantau 

status penerimaan 

Indikasi bahwa proses berhasil 

Sistem merekonstruksi 20 citra menjadi video 
berdurasi 5–10 detik dengan bitrate stabil, 
cocok untuk analisis kondisi lapangan. 

 
3.3 Latensi dan Bandwidth 
Berdasarkan hasil pengujian yang ditunjukkan 
pada Tabel 3, rata-rata latensi per citra adalah 

30 ms pada berbagai ukuran payload (5–11 KB). 
Bandwidth efektif yang diperoleh berada pada 
rentang 0,102–0,145 Mbps, di mana semakin 
besar ukuran data maka semakin tinggi pula nilai 
bandwidth yang dicapai. 
 
 
 

 
Tabel 3: Hasil Pengujian Latensi dan Bandwidth 

 

No. Ukuran Data (KB) Waktu Transmisi (s) Latensi (ms) Bandwidth (Mbps) 

1 5 0,40 30 0,102 

2 7 0,45 30 0,127 

3 9 0,51 30 0,129 

4 11 0,70 30 0,145 

Contoh Perhitungan Manual (Baris 1 Tabel 3), 
Untuk memvalidasi hasil pengukuran, berikut 
contoh perhitungan bandwidth pada baris 1. 
Data yang diketahui: Ukuran data = 5 KB; Waktu 
transmisi = 0,40 s; Latensi = 30 ms (0,03 s). 

Langkah Perhitungan: 
1) Konversi KB ke kilobit (Kb): 

𝑈𝑘𝑢𝑟𝑎𝑛 𝑑𝑎𝑡𝑎 (𝑏𝑖𝑡)  =  5 𝐾𝐵 ×  8 =  40 𝐾𝑏 
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2) Hitung bandwidth teoritis menggunakan 
rumus (2): 

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ =  𝐷𝑎𝑡𝑎 (𝑏𝑖𝑡)/𝑊𝑎𝑘𝑡𝑢 (𝑠) 

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ =  40 𝐾𝑏 / 0,40 𝑠 

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ =  100 𝐾𝑏𝑝𝑠 =  0,100 𝑀𝑏𝑝𝑠 

3) Koreksi overhead protokol: 
MQTT QoS 1 menambahkan overhead: 
Header MQTT: ≈5 byte; 
PUBACK message: ≈4 byte; 
TCP/IP header: ≈40 byte per paket; 
Total overhead ≈2% dari payload 
 

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 𝑒𝑓𝑒𝑘𝑡𝑖𝑓 =  0,100 𝑀𝑏𝑝𝑠 ×  1,02 

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 𝑒𝑓𝑒𝑘𝑡𝑖𝑓 =  0,102 𝑀𝑏𝑝𝑠 

Hasil: 0,102 Mbps (sesuai Tabel 3, baris 1) 
Perhitungan serupa dapat diterapkan untuk 
baris lainnya, dengan catatan bahwa 
semakin besar payload, overhead protokol 
menjadi proporsi yang lebih kecil, sehingga  

bandwidth efektif mendekati bandwidth 
teoritis. 

Penggunaan payload kecil terbukti mampu 
menjaga efisiensi bandwidth sekaligus menekan 
latensi, sehingga sistem tetap responsif 
meskipun berjalan pada jaringan terbatas. 
Penerapan QoS 1 pada protokol MQTT 
menambah sedikit overhead, namun sangat 
penting untuk menghindari kehilangan citra 
yang berpotensi menurunkan kualitas 
rekonstruksi video. Dengan total sekitar 20 citra 
per sesi (100–220 KB), proses rekonstruksi video 
dapat dilakukan dalam waktu singkat. 
Selanjutnya, hasil rekonstruksi dikirim secara 
otomatis melalui aplikasi Telegram, sehingga 
pengguna dapat melakukan monitoring kondisi 
irigasi secara real-time dan praktis. 
 

3.4 Analisis Optimasi Transmisi 
Untuk membuktikan efektivitas optimasi QoS 1, 
dilakukan perbandingan dengan transmisi 
menggunakan QoS 0 (no acknowledgment). 
Tabel 4 menunjukkan hasil pengujian sebelum 
dan sesudah optimasi. 
 

 
Tabel 4: Perbandingan Kinerja Transmisi Sebelum dan Sesudah Optimasi 

No. QoS Level Jumlah Citra 

Dikirim 

Citra 

Diterima 

Utuh 

Keberhasilan 

(%) 

Latensi 

(ms) 

Bandwidth 

(Mbps) 

1 QoS 0 20 9 45 25 0,118 

2 QoS 0 20 11 55 27 0,120 

3 QoS 1 20 19 95 30 0,128 

4 QoS 1 20 20 100 32 0,130 

 
 

Analisis menunjukkan bahwa peningkatan 
reliabilitas terjadi secara signifikan setelah 
penerapan QoS 1. Tingkat keberhasilan 
rekonstruksi citra yang sebelumnya hanya 
mencapai sekitar 50% pada QoS 0 meningkat 
menjadi hampir 100% setelah optimasi, karena 
mekanisme acknowledgment (PUBACK) 
memastikan setiap citra diterima broker 
sebelum citra berikutnya dikirim. Meskipun 
terdapat peningkatan latensi rata-rata sebesar 
5–7 ms—dari 26 ms menjadi 31 ms—kenaikan 
ini masih tergolong toleran untuk aplikasi near 
real-time, dengan tambahan latensi berasal dari 
waktu tunggu PUBACK. Dari sisi efisiensi 

bandwidth, QoS 1 memberikan performa yang 
lebih baik karena tidak terjadi pengulangan 
pengiriman akibat kehilangan data, sementara 
pada QoS 0 beberapa paket hilang sehingga 
bandwidth terbuang untuk transmisi yang gagal. 
Secara praktis, untuk sistem monitoring irigasi 
yang membutuhkan verifikasi visual seperti 
deteksi genangan atau kebocoran, kehilangan 
citra hingga 50% pada QoS 0 tidak dapat 
diterima. Dengan QoS 1, seluruh frame dapat 
dikirim dan direkonstruksi menjadi video yang 
utuh. 
 



 

RESISTOR Journal | 141 

 

Berdasarkan hasil tersebut, dapat disimpulkan 
bahwa kombinasi MQTT QoS 1 dan FFmpeg 
terbukti efisien serta andal untuk pengiriman 
data visual pada sistem irigasi IoT di jaringan 
terbatas. Peningkatan latensi yang relatif kecil, 
sekitar 20%, sebanding dengan lonjakan 
reliabilitas yang sangat signifikan dari 50% 
menjadi 100%. 
 

4. KESIMPULAN 
Penelitian ini menunjukkan bahwa pipeline 
ESP32-S3-EYE, MQTT, dan FFmpeg mampu 
melakukan transmisi dan rekonstruksi citra 
secara efisien dalam sistem irigasi otomatis. 
Hasil pengujian memperlihatkan bahwa dengan 
ukuran citra relatif kecil (5–11 KB), sistem dapat 
mencapai rata-rata latensi 30 ms dengan 
bandwidth efektif pada kisaran 0,102–0,145 
Mbps. Kinerja ini membuktikan bahwa sistem 
mampu mendukung monitoring visual hampir 
real-time dengan kebutuhan sumber daya 
jaringan yang minimal. 
Selain itu, penggunaan QoS 1 dalam protokol 
MQTT terbukti penting untuk menjamin 
keandalan transmisi, sehingga kualitas 
rekonstruksi video tetap terjaga. Implementasi 
ini tidak hanya relevan pada konteks irigasi 
cerdas, tetapi juga memiliki potensi untuk 
diperluas pada berbagai aplikasi IoT lain, seperti 
pemantauan lingkungan, pertanian presisi, 
maupun sistem keamanan di wilayah dengan 
keterbatasan infrastruktur jaringan. 
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