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Abstract 
 

Consumer segmentation remains a pertinent and valuable area of study today, offering substantial 
benefits such as enhanced marketing cost efficiency and improved effectiveness in customer retention 
efforts. Based on the level of hotel service consumption, this research identifies consumer clusters based 
on hotel consumer preferences using Adiwana Unagi Suites visitor data and the K-Means Clustering 
method to determine customer segments based on the level and type of service consumption. The clusters 
formed will be identified based on their characteristics. In this way, hotel management can target certain 
types of service promotions better and more precisely. The ideal cluster obtained is 4 clusters based on 
silhouette analysis, namely a silhouette score with an average of 0.339 and a silhouette coefficient plot 
that is the most balanced compared to other cluster plots. The results of the four clusters can describe 
customer preferences, namely the Silver cluster (cluster 0) with the characteristics of high room 
consumption, while the other clusters have low consumption, the Gold cluster (cluster 1) with the 
characteristics of low room consumption while the other clusters have high consumption, the Bronze 
cluster (cluster 2) with the lowest consumption characteristics, and the Diamond cluster (cluster 3) with 
the highest consumption characteristics. 
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Abstrak 
 

Segmentasi konsumen tetap menjadi bidang studi yang relevan dan berharga saat ini, karena 
menawarkan manfaat besar seperti peningkatan efisiensi biaya pemasaran dan peningkatan efektivitas 
dalam upaya retensi pelanggan. Berdasarkan tingkat konsumsi layanan hotel, penelitian ini 
mengidentifikasi cluster konsumen berdasarkan preferensi konsumen hotel dengan menggunakan data 
pengunjung Adiwana Unagi Suites dan metode K-Means Clustering untuk menentukan segmen pelanggan 
berdasarkan tingkat dan jenis konsumsi layanan. Cluster yang terbentuk akan diidentifikasi berdasarkan 
karakteristiknya. Dengan cara ini, manajemen hotel dapat menargetkan jenis promosi layanan tertentu 
dengan lebih baik dan tepat. Cluster ideal yang didapat adalah 4 cluster berdasarkan analisis silhouette, 
yaitu silhouette score dengan rata-rata 0,339 dan plot silhouette coefficient paling seimbang 
dibandingkan plot cluster lainnya. Hasil dari semua cluster dapat menggambarkan preferensi pelanggan 
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yaitu cluster Silver (cluster 0) dengan karakteristik konsumsi kamar tinggi, sedangkan cluster lainnya 
memiliki konsumsi rendah, cluster Gold (cluster 1) dengan karakteristik konsumsi kamar rendah 
sedangkan klaster lainnya memiliki konsumsi tinggi, klaster Bronze (klaster 2) dengan karakteristik 
konsumsi terendah, dan klaster Diamond (klaster 3) dengan karakteristik konsumsi tertinggi. 
 
Kata Kunci: hotel, k-means, clustering, silhouette score 

 
1. INTRODUCTION 
Bali is a very popular tourist destination in the 
world, thus enabling the Indonesian tourism 
industry to grow rapidly. The advancement of 
the tourism industry is inseparable from the 
hospitality business progress. In line with the 
development of hotels in Bali, many new 
competitors are starting to appear in the hotel 
business, so existing hotels will compete to 
acquire consumers according to their respective 
classes. Hotel business actors need competitive 
intelligence to be able to continue to improve 
services in their businesses so as to win the 
competition. 
 
Adiwana Unagi Suites is one of the 4-star hotels 
located in the Ubud area, Gianyar Regency, 
which applies the concept of traditional and 
modern combination. Tourists, who are the 
primary target market for this hotel, are foreign 
tourists with different service interests. Tourists 
staying at Adiwana Unagi Suites consume 
several types of services, such as room 
consumption, F&B consumption, spa 
consumption, and other consumption. 
 
Utilizing analysis of hotel consumer data will 
assist hotel management in determining the 
right steps to take in making business decisions, 
especially in conducting promotions. If the hotel 
obtains information on the characteristics of 
tourists staying overnight based on the 
consumption level carried out. In that case, it 
will become the basis for more effective and 
efficient customer retention maintenance 
activities. It can be done by grouping consumers 
based on consumption levels using the 
clustering method. K-Means is a good clustering 
method, as shown by the following studies. 
 
This research also proposed the Silhouette 
coefficients method to determine the right 
number of clusters as an advanced analysis 
when the elbow method has not found the right 
number of clusters from the existing data. 
 

Research [1] used the K-Means method to 
cluster tourist data visiting ASEAN to find 
Indonesia’s position in grouping tourist visits. 
The resulting clustering was K = 3, consisting of 
C1 (a high visitor cluster),C2 (moderate/medium 
visitor cluster), and C3 (low visitor cluster). The 
research results showed that Indonesia was 
included in cluster C2. This clustering could be 
an effective way to create a more mature 
strategy for the government to increase tourism 
in Indonesia. In addition, [2] also used K-Means 
to identify potential tourists and provide 
benefits for Bendesa Hotel. The resulting 
accuracy reached 84.4% with four clusters 
where the grouping used attributes, such as 
gender, profession, age, and continent that 
could describe the character of tourists. 
Research conducted by [3] used K-Means for 
Mount Emei tourism clustering using public 
opinion that could be an influence on potential 
tourists and produces five clusters. 
Furthermore, [4] analyzed tourist profiles in 
Turkey using K-Means. This research divided it 
into several clusters based on their 
characteristics. There were three attributes 
used in describing clusters: frequency of tourist 
vacations, time of booking and holidays, and 
age. The results showed that these three 
attributes were very important parameter 
characteristics in analyzing tourist profiles. 
Research conducted by [5] used the K-means 
method to analyze the influence of dominant 
visitors based on the characteristics of the 
variables that become the mapping of entrance 
tickets to increase tourism potential in Madura. 
This was research divided into three clusters, 
namely high cluster (C1), medium cluster (C2), 
and low cluster (C3), based on several 
characteristics, such as gender, age, occupation, 
education, and marital status. The result could 
be that the marital status characteristics have an 
accuracy of up to 0.81. Another research 
conducted by [6] made a recommendation 
system for three points: rating predictions on 
reviews, feedback models, and knowledge-
based recommendation systems. It was done as 
a recommendation and promotion system that 
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could automatically analyze reviews in the USA. 
K-means was used to improve the quality of the 
recommendation system and was included in 
topic modeling, which aimed to identify a series 
of topics and terms that underlie these topics. 
[7] implemented K-means in looking for 
patterns in the causes of tourist satisfaction at 
Madani hotels in terms of service, facilities, 
comfort, and price. This research aimed to 
increase the number of hotel visitors. The 
results showed a satisfaction score of 11 for 
comfort, 14 for service, 13 for facilities, and 12 
for price. The research conducted by [8] used 
the Naïve Bayes method for classification and K-
Means for sentiment clustering in hotel reviews. 
K-means was used to group text and get 
information related to topics from content 
reviews in each group. This research resulted in 
three clusters, where each cluster had a word 
frequency often mentioned and could take the 
main discussion orientation. The 
implementation of K-Means in other tourism 
groupings was carried out by [9] using ten 
tourism objects in Pagar Alam City and 
producing four clusters, namely C1 (high 
cluster), C2 (moderate cluster), C3 (low cluster), 
and C4 (very low clusters). This research could 
provide information for a decision to increase 
the number of visitors. 
 
Research conducted by [10] compared K-Means 
and DBSCAN in grouping tourism in Madura, 
which showed that the K-Means method was 
superior with a Silhouette Index (SI) value of 
0.6902. Research [11] also used K-Means for 
sentiment and descriptive analysis to find the 
right patterns and methods. The analysis used 
was Vader sentiment and SentiWordNet for 
hotel reviews. This research resulted in SSE 
reaching a 4.611% error. Another study 
conducted by [12] used the K-Means-based 
Ordered Weighted Average (OWA) method in 
clustering customers staying at hotels. This 
method performed clustering on multi-criteria 
data. The results showed that this method 
improved performance by 21.6% and reduced 
the number of convergent iterations by 48.46%. 
 
K-Means implementation combined with PSO 
and ANN in data analysis for customer 
segmentation in Saudi Arabia showed that the 
resulting clusters reached 6, and the MSE value 
reached 0.09847. In research conducted by [13], 
K-Means gave higher results with the SVR-SMO 
method to carry out big data analysis on tourist 

decision-making about hotels in Mecca with 
segmentation expressing tourist satisfaction. 
Research conducted by [14] showed that K-
Means produced an accuracy of up to 96.21% on 
dynamic price analysis, which could help Airbnb 
choose optimal property prices based on the 
selected season and aimed to provide an 
overview of strategies to adjust prices as 
optimally as possible so that it could be a 
strategy to compete with competitors. 
 
Based on this, previous studies show that K-
Means provides the best results. However, 
there is no research that can find the number of 
clusters in hotels that can describe consumer 
preferences based on service consumption such 
as room consumption, F&B consumption, spa 
consumption, and other consumption, so this 
research uses K-Means to find the ideal number 
of clusters in Adiwana reservation data Unagi 
Suites to reflect consumer preferences. The K-
Means method will also be assisted using 
silhouette analysis and the elbow method in 
determining the most optimal number of 
clusters. 
 

2. RESEARCH METHOD  
This research has several stages which are 
shown in the flow diagram below. 

 
Picture 1. Research Flowchart 

 
This research was started by acquiring data 
obtained from Adiwana Unagi Suites. The data 
used was the daily data of Adiwana Unagi Suites 
hotel visitors in Excel form, with a total of 154 
data and 13 attributes, including Guest Name, 
Country of Origin, Travel Type, Booking Agent, 
Check-In Date, Check-Out Date, Length of Stay, 
Number of guests per booking, Room Type, 
Room Consumption, F&B Consumption, Spa 
Consumption, and Other Consumption.  
 
The second stage is the pre-processing process. 
Data pre-processing is carried out to process 
data according to the format required by the 
clustering model. In other words, data that is not 
needed will be discarded, or data that does not 
match the format will be changed for the 
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clustering process, such as handling missing 
values and data normalization. 
 
When there is a case where one attribute has a 
value range that is very far from the value range 
of another attribute, this will affect the analysis 
results. Therefore, pre-processing is needed to 
normalize the values for these attributes. This 
research normalizes these attributes using 
standardScaler from Scikit-Learn. 
StandardScaler is formulated as follows [15].   
 

StandardScaler=
xi-mean(x)

std(x)
  (1) 

  
After the pre-processing stage was complete, 
the data was run using the elbow method to 
determine the optimal number of clusters. The 
elbow method is used to find optimal cluster 
values for K-Means or other unsupervised 
learning methods. This method, which is also 
known as "knee of a curve", can also produce a 
smooth curve, so it will be difficult to determine 
the K value because the elbow points are 
difficult to distinguish [16]. Therefore, this 
research also proposes silhouette analysis. The 
cluster recommendation from the Silhouette 
score or silhouette coefficient method was used 
as a support for the elbow method to produce 
the optimal number of clusters. This silhouette 
analysis can be described in the following 
formula. 
 

Si=
bi-ai

max(bi,ai)
    (2) 

 
Where a is the average distance between point 
one and all points in the same cluster, while b is 
the average distance between point one and all 
points in the nearest cluster [17].  
 
In this research, the K-Means clustering method 
was applied as a method for grouping hotel 
visitors based on the service consumption level. 
K-Means is a partition-based unsupervised 
learning method. K-Means is based on distance 
or centroid (cluster center) [18]. K-Means 
minimizes the Sum Squared of Error (SSE) value 
between data objects and K centroids. There are 
two ways to calculate distance in K-Means, 
namely using Euclidean Distance which is shown 
in formula 3 and City Block (Manhantan 

Distance) which is shown in formula 4 [19].  
 

d(x,y)= √∑ (xi-yi)
2n

i=1    (3) 

 
d(x,y)= ∑ |n

i=1 xi-y1|   (4)

  
The results of the optimal number of clusters 
from the elbow method and silhouette analysis 
will be continued to the K-Means model process 
and produce clusters for each data. Because the 
cluster results are in array form. Then, the 
results will be converted into a form of data 
visualization. Visualizing this data will make 
analysis easier, so boxplots and scatterplots are 
used to understand the characteristics of the 
clusters formed. 
 

3. RESULT AND DISCUSSION 
After carrying out data acquisition, the data 
obtained entered data pre-processing, i.e., the 
data was processed from the raw data obtained 
to produce data that can be analyzed. The raw 
data that will go through data pre-processing is 
shown in Figure 2. 
 

 
Picture 2. Raw Data 

 
In this research, the data pre-processing stage 
was carried out by dividing the data into cluster 
variables: room consumption, F&B 
consumption, spa consumption, and other 
consumption.  
 

 
Picture 3. Data Pre-Processing Code 

 

Using the line of code above, the selected 
variable from the “df” data frame, namely 
columns 9 to 12, will be stored in a new data 
frame, namely “X”. After dividing the data, the 
new data still contained non-numeric data, so it 
could not carry out the clustering process. 
Furthermore, data cleaning was carried out by 
changing the empty value “NaN” to 0 so that the 
clustering process could be carried out to 
produce data like the following, as shown in 
Table 1. 
 

Table 1: Example of Top 5 Rows of Data Pre-
Processing Results 
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 Room F&B Spa Others 

0 
1075679

5.0 
840450

0.0 
350000

0.0 
350000

0.0 

1 
1471500

0.0 
659009

0.0 
135000

0.0 
145000

0.0 

2 
2007180

0.0 
568009

0.0 
350000

0.0 
450000

0.0 

3 
1524499

9.0 
543290

0.0 
130000

0.0 
155000

0.0 

4 
1088750

0.0 
456030

0.0 
400080

0.0 
350000

0.0 

Standard Scaler is a class of sklearn that 
normalizes data so that the data used does not 
have large deviations. Standard Scaler is a 
preprocessing method that standardizes 
features by removing averages and scaling unit 
variances. Standard Scaler follows the Standard 
Normal Distribution (SND). Therefore, it makes 
mean = 0 and scales the data to unit variance. 
The Standard Scaler results from the data in this 
research are shown in Picture 4. 
 

 
Picture 4. Standard Scaler Normalization Result 

 

In general, the research could use the elbow 
method graph to find the ideal number of 
clusters. In cluster analysis, the elbow method 
was a heuristic used to determine the number 
of clusters in a data set. The method consisted 
of plotting the explained variation as a function 
of the number of clusters and picking the elbow 
of the curve as the number of clusters to use. 
 
The elbow method graph was built from the 
data in this research, as shown in Figure 3. This 
research used the number of clusters where the 
graph changed drastically from horizontal to 
vertical from the previous one, which is called 
the center of the elbow. From Figure 3, this 
research has difficulty determining the center 
point of the elbow, so it used further analysis 
using the silhouette score. 

 
Picture 5. Elbow Method Chart 

 
Silhouette analysis can be used to study the 
separation distance between the resulting 
clusters. The silhouette plot displays a measure 
of how close each point in one cluster is to 
points in neighboring clusters and thus provides 
a way to assess parameters like the number of 
clusters visually. This measure has a range of [-
1, 1]. 
 
This research used silhouette score analysis to 
determine the right number of clusters for the 
data. The research calculated the average value 
of the silhouette score for the number of 
clusters from 2 to 6. The results are as follows. 
 
a. For n_clusters = 2 The average 

silhouette_score is : 0.5302394463526667 
b. For n_clusters = 3 The average 

silhouette_score is : 0.36414785226070606 
c. For n_clusters = 4 The average 

silhouette_score is : 0.3390753942363806 
d. For n_clusters = 5 The average 

silhouette_score is: 0.33717866859937307 
e. For n_clusters = 6 The average 

silhouette_score is : 0.34038627373953373 
 
Thus far, this research obtained the number of 
clusters = 2, which gave the highest average 
silhouette value. Therefore, the number of 
clusters may be the right number of clusters. But 
furthermore, this research will analyze the 
respective silhouette coefficients shown in 
Picture 6 to 10 to provide a further picture of the 
best clusters. 
 
Silhouette coefficients are a cluster evaluation 
method that combines cohesion, and separation 
methods. Cohesion is measured by counting all 
objects contained in a cluster and separation is 
measured by calculating the average distance of 
each object in a cluster to the nearest cluster. 
The distance between data was calculated using 
the Euclidean distance formula [20].  
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Silhouette coefficients (as these values are 
referred to) near +1 indicated that the sample 
was far from the neighboring clusters. A value of 
0 indicated that the sample was on or very close 
to the decision boundary between two 
neighboring clusters, and negative values 
indicated that those samples might have been 
assigned to the wrong cluster. 
 
From the analysis of these figures, all graphs 
showed that there were samples that might be 
grouped in the wrong cluster, characterized by 
negative silhouette scores. The number of 
clusters = 4 illustrated the best choice for the 
given data due to the presence of all clusters 
with above-average silhouette scores, and also, 
from the thickness of the silhouette plot, the 
cluster size could be visualized as relatively 
more balanced. 
 

 
Picture 6. Silhouette Analysis with Two Cluster 

 

 
Picture 7. Silhouette Analysis with Three Cluster 

 

 
Picture 8. Silhouette Analysis with Four Cluster 

 
Picture 9. Silhouette Analysis with Five Cluster 

 

 

 
Picture 10. Silhouette Analysis with Six Cluster 

 

 
3.1 Clustering Result with Four Cluster 
The research visualized the clustering results in 
a boxplot from Picture 11 to Picture 14 to 
illustrate each cluster’s character analysis based 
on each service’s consumption level. The 
summary of the analysis with our ranking is 
compiled in Table 2. From table 2, customer 
preferences can be described. In this research, 
cluster 3 is said to be the Diamond cluster or the 
cluster with the highest rank with the highest 
service consumption for rooms, FNB, spa and 
others compared to other clusters. Customer 
preference for cluster 1 is called gold even 
though the room consumption is smaller than 
cluster 0, but other consumption such as fnb, 
spa, and other have higher consumption 
compared to clusters 0 and 2. Meanwhile in 
cluster 0 the customer preference is said to be 
silver even though the room consumption is 
higher compared to cluster 1, but the 
consumption of the other three services is 
smaller. For cluster 3, which is called the bronze 
cluster, all service consumption is the lowest 
compared to other clusters. So, from this cluster 
it can be found how customer preferences can 
help hotels to increase sales from consumers.

 
Table 2: Summary of Cluster Analysis of Boxplots 

 

Cluster 
Rooms 

Consumption 
Rank 

F&B 
Consumption 

Rank 

Spa 
Consumption 

Rank 

Others 
Consumption 

Rank 

Cluster 
Name 

0 2 3 3 3 Silver 
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1 3 2 2 2 Gold 

2 4 4 4 4 Bronze 

3 1 1 1 1 Diamond 

 
Picture 11. Boxplot for Variable ‘Room’ 

 

 
Picture 12. Boxplot for Variable ‘F&B’ 

 

 
Picture 13. Boxplot for Variable ‘Spa’ 

 

 
Picture 14. Boxplot for Variable ‘Others’ 

 
To further analyze the consumer consumption 
characteristics of each cluster, this research 
used paired scatterplots for the combination of 
room, F&B, and Spa services shown in Figure 15 
to Figure 17. 
 
This research analyzed the graph and obtained 
the summary, as shown in Table 3. The unique 
thing was that from the division of 4 clusters, 
which obtained that cluster 0 had the 
characteristics of guests whose room 
consumption was good but other services was 
low. From the results shown, the boxplot and 
scatterplot are able to describe customer 
preferences at the Adiwana Unagi Suites hotel 
based on consumption of these services. 
 
Table 3: Summary of Cluster Analysis of Scatterplot 

 

Cluster 
Rooms 

and F&B 
Rooms 
and Spa 

F&B and 
Spa 

0 
F&B Low, 

Room 
Medium 

Spa Low, 
Room 

Medium 

Both 
Medium 
to Low 

1 
Both 

Medium 
Both 

Medium 
Both 

Medium 
2 Both Low Both Low Both Low 

3 
Both 
High 

Both High Both High 
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Picture 15. Scatterplot for “Room” and “F&B” 

Variables 

 

 
Picture 16. Scatterplot for “Room” and “Spa” 

Variables 

 

 
Picture 17. Scatterplot for “F&B” and “Spa” Variables 

 

4. CONCLUSION 
Based on the analysis of the silhouette score and 
silhouette coefficients, it was found that the 
right number of clusters for our data was 4 
clusters. Through the analysis of boxplot and 
scatterplot, it was defined that the cluster with 
the highest service consumption in all types was 
cluster 3, which was named the diamond 
cluster. The medium consumption in all services 
was cluster 1, named the gold cluster. While the 
cluster 0 had consumption for medium rooms, 
but consumption for other services was low, 
which was named the silver cluster. Lastly, 
consumption for all types of services was low in 
cluster 3, named the bronze cluster. Therefore, 
in this research, K-Means can help provide the 
optimal number of clusters and an overview of 
consumer preferences supported by the elbow 
method and silhouette analysis. 
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